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Executive Summary
[bookmark: _Toc112764564]Background
Artificial intelligence (AI) offers enormous opportunities for people with a disability (PWD) and will continue doing so in the coming years. These innovations have the potential to promote better functioning as well as greater independence and dignity. This is particularly evident where AI is embedded with assistive technology (AT). 
The use of digital tools, services and products that support various aspects of daily life have seen huge sector growth. While many products have applicability for PWD (e.g., domestic robots, digital assistants, autonomous vehicles, etc.) there is a significant shortfall of AI-enabled products and services being developed in Australia specifically for the disability sector. Furthermore, there is little guidance available for users, funders, or creators of AI-enabled AT that support use and innovation in this space.  
[bookmark: _Hlk103873345]The National Disability Insurance Agency (NDIA) have led the way in developing a framework to promote innovation through the development of safe and effective AI-enabled AT. The aim is to build the NDIA and government’s capacity to make decisions about AI-enabled AT, while ensuring public trust and providing PWD with a range of options to choose what works best for them. It is also expected that this framework will provide guidance to industry in ensuring appropriate and considered development of AT.
To commence this process, in April 2021 the NDIA convened a “RoundTable on the role of AI in NDIS funded supports”. The purpose of this discussion was to explore the role that AI can play in supporting PWD and issues that need to be addressed to deliver best outcomes for National Disability Insurance Scheme (NDIS) participants. The outcome from the roundtable discussion was a recommendation for the development of a framework and roadmap to guide NDIS stakeholders through the development, testing, and implementation of AI-enabled AT. 
[bookmark: _Toc112764565]Framework for AI-enabled AT 
The NDIA commissioned CSIRO’s Australian e-Health Research Centre (AEHRC) to design a framework (the Framework) and roadmap (the Roadmap) for AI-enabled AT. This process was undertaken in two main stages: (1) AI and AT frameworks review, (2) consultation with a variety of stakeholders (e.g., PWD, carers, and representatives from industry, peak bodies, and government departments). This process resulted in a new Framework (below) which focuses on six core domains: User Experience, Privacy and Security, Quality, Safety, Relative Value and Human Rights. This Framework also highlights the importance of a user-centric approach which places the person with a disability and their context (e.g., environment, social and cultural factors, community etc.) at the centre of the Framework. 
[image: Diagram

Framework for AI-enabled AT
- Circular representation of the framework with 'Person in their context' in the centre, and the six core domains around: User Experience, Privacy and Security, Quality, Safety, Relative Value and Human Rights.]
Framework for AI-enabled AT
[bookmark: _Toc112764566]Next steps: Implementation Roadmap
To support the implementation of the Framework, we are currently working with NDIA to finalise the Roadmap that will provide a pathway to implementation and adoption of the Framework. The Roadmap will be founded on key considerations identified during the development of the Framework. 
Ongoing collaboration with end-users, families, carers, disability workforce, and industry stakeholders will be critical in the development and implementation of the Roadmap, and in the refinement of an equitable and effective Framework that boosts innovation and facilitates access to safe, appropriate, and beneficial AT for all. 
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Definitions
Artificial Intelligence: a collection of interrelated technologies used to solve problems autonomously and perform tasks to achieve defined objectives, in some cases without explicit guidance from a human being (Hajkowicz et al., 2019).
Artificial intelligence-enabled assistive technology: a term to denote assistive technology that incorporates artificial intelligence. 
Assistive products: Physical or digital device (whether acquired commercially, modified, or customized) whose primary purpose is to maintain or improve functional capabilities and independence of people with a disability, and thereby promote their well-being.
Assistive technology: an umbrella term for the combination of devices and services used by individuals with a disability to perform tasks that might otherwise be difficult or impossible to complete due to their disability. 
Many assistive products are purpose-built assistive technology specifically developed to support people with a disability. There is also a range of commonplace products that fall under the umbrella of assistive technology when meeting these disability needs. 
Context: the social, physical, cultural, and other factors that define the person’s environment such as where a person lives, works, learns, and plays; including reliability of internet and computer access, societal structure and attitudes, cultural considerations, as well as the person’s family, carers and other significant people surrounding the person.
Disability:  Disability is an evolving concept resulting from individual, attitudinal and environmental barriers that hinder an individual’s full and effective participation in society on an equal basis with others (United Nations, 2006).
End-User: The consumer who will ultimately use assistive products or services. In most cases, this would be a person with a disability. In some cases, an end-user may also be a person who supports a person with a disability.
Persons with disability: Individuals who have long term physical, mental, intellectual, or sensory impairments which, in interaction with various barriers, may hinder their full and effective participation in society on an equal basis with others (United Nations, 2006). 


[bookmark: _Toc315694429]

Acronyms
ADHA	Australian Digital Health Agency
AEHRC 	Australian e-Health Research Centre
AI 	Artificial Intelligence
AT 	Assistive Technologies
CDR	Consumer Data Right 
CRPD 	Convention on the Rights of People with Disability 
CSIRO	Commonwealth Scientific and Industrial Research Organisation
GDPR 	General Data Protection Regulation
HREC	Human Research Ethics Committee
ICF 	International Classification of Functioning, Disability and Health
IRG 	Independent Reference Group
ISO	International Organisation for Standardization
NDIA 	National Disability Insurance Agency 
NDIS 	National Disability Insurance Scheme
NGO 	Non-Government Organisations
PFEI	Participant First Engagement Initiative
PWD	Person/People with a Disability
TAM	Technology Acceptance Model
TGA 	Therapeutic Goods Administration 
UN	United Nations
WCAG	Web Content Accessibility Guidelines
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[bookmark: _Toc112764567][bookmark: _Toc109301375]Introduction 
Artificial intelligence (AI) and assistive technology (AT) have the capacity to promote better health outcomes, greater independence, and greater participation in social and community roles for people with a disability (PWD). The development of AI-enabled AT is occurring at a rapid pace, leading to enormous choice and exciting opportunities to enhance the lives and social participation of PWD. Consequently, there is an emerging interest and demand to incorporate AI-enabled assistive products and services into the everyday life of PWD, to enable and support them with activities they would otherwise have difficulty managing or be unable to do without support. 
Currently, the National Disability Insurance Agency (NDIA) does not have a transparent and robust process to objectively evaluate existing and new AI-enabled AT. This limits the NDIA’s capability to match assistive products and services to specific functional needs and cohorts, compare AI-enabled AT with one another or to other available supports, set measures of effectiveness, and determine the level of intervention or responsibility in the market that is required to fully realise the benefit of the innovation for participants of the National Disability Insurance Scheme (NDIS).
To address this limitation, the Commonwealth Scientific Industrial and Research Organisation’s (CSIRO) Australian e-Health Research Centre (AEHRC) was engaged by the NDIA to develop an evaluation framework (the Framework) and roadmap (the Roadmap) to guide NDIS stakeholders through the development, testing and implementation of AI-enabled AT. The aim of this development is to encourage innovation, build consumer confidence, and increase the uptake of AI-enabled AT by PWD. 
This work was guided by: the NDIS Act 2013 (National Disability Insurance Scheme, 2013) the NDIS Corporate Plan 2021-2025 (National Disability Insurance Agency, 2021) and the United Nations Convention on Rights of Persons with Disabilities (United Nations, 2006). 
[bookmark: _Toc102335300][bookmark: _Toc112764568][bookmark: _Toc109301376]Project Overview
To undertake this work, the CSIRO assembled a multidisciplinary team with a broad range of expertise, including AI, clinical, economics, and evaluation expertise, to develop the Framework and Roadmap for AI-enabled AT. In addition, a steering committee with representatives from CSIRO and the NDIA, and an independent reference group (IRG) were formed to oversee the project. Four people across the steering committee and IRG identify as people with a disability.
This project comprised two main stages:
1. AI Technology Framework review.
1. Stakeholder engagement. 
Ethical approval from the CSIRO Human Research Ethics Committee (2021_077_HREC) was obtained for this project. 
[bookmark: _Toc112764569][bookmark: _Toc109301377]AI and Assistive Technology Framework Review 
This stage established the foundations of the Framework. Desktop research was completed to review a range of existing and proposed guidelines and assessment frameworks relevant to health (including digital health), disability, and AI domains. The regulatory and economic assessment areas were explored to reflect on key safety, quality, and cost effectiveness considerations. 
In addition to expert advice, two approaches were undertaken to source representative frameworks, yielding substantial lists of proposed and implemented frameworks for the areas of health technology, AI, and AT. 
1. A review of publicly available frameworks. These sources included grey literature, public websites from national government and agency websites (e.g., Department of Health, Australian Digital Health Agency, National Institute for Health Care Excellence), news articles and company policies.  
2. A review of academic databases (e.g., MEDLINE, Scopus), to identify relevant academic publications (e.g., journal articles, conference proceedings, and books). As part of this process, key terms derived from the project definitions were used to guide the search, including evaluation framework, disability, assistive technology, artificial intelligence, digital health, ethics, and human rights. 
A summary of the outcomes of this review is available in Appendix A1. 
[bookmark: _Toc112764570][bookmark: _Toc109301378]Stakeholder consultations
This stage explored the current needs, opportunities and potential barriers for the development and implementation of the Framework, to inform the final stages in the development of both the Framework and the Roadmap. 
In this stage, focus groups and semi-structured interviews were completed with two key stakeholder groups: (1) PWD and their carers (n = 20), and (2) industry representatives, researchers, service providers, NDIA leaders and representatives from other relevant organisations (n = 18). More information about the procedure, participants, and outcomes of this stage is available in Appendix A2.  
[bookmark: _Toc112764571][bookmark: _Toc109301379]Framework development 
The Framework was developed by incorporating both the insights from the desktop research and stakeholder engagement, and by balancing stakeholder priorities and practicalities of implementation. Four workshops were conducted with members from the IRG and the steering committee to refine the preliminary stages of development. 


[bookmark: _Toc112764572][bookmark: _Toc109301380]The Framework 
The Framework was developed based on available literature and consultations with NDIA participants (i.e., PWD and carers), and representatives from industry, peak bodies, and government departments. It supports a person-centric approach for assessing AI-enabled AT, with a consideration of the context in which AI-enabled AT is to be used. It acknowledges the unique capabilities, preferences, and goals of end-users, as well as their environment. 
The Framework supports decision making by four user groups:
· People with a disability and their community will use the Framework when making decisions regarding the suitability of AI-enabled AT products and services to support an identified need.   
· NDIA/NDIS will use the Framework when developing polices and guidelines around AI-enabled AT and assessing support for AI-enabled AT in NDIS plans.
· AI-enabled AT developers and researchers will use the Framework as a benchmark for quality as they design, develop, and evaluate AI-enabled assistive products and services.
· Research and industry funding bodies will use the Framework in assessing support for funding applications pertaining to AI-enabled AT research and development. 
Other groups, including service and product regulators (such as the NDIS Quality & Safeguards Commission and Therapeutic Goods Administration), are also likely to draw on the Framework for their roles in the provision of AI-enable AT in Australia.
The principles-based Framework is guided by a set of six core domains: User Experience, Privacy and Security, Quality, Safety, Relative Value and Human Rights (Figure 1). Each domain encompasses a principle, and two or more critical measurement areas. 
 A successful implementation of the Framework should:
1. Support decision-making capability for all stakeholders
3. Facilitate choice and control to individuals, families, and carers
4. Improve access to safe, appropriate, and beneficial AI-enabled AT
5. Protect and promote the human rights of end-users.


[image: CSIRO_Solid_RGB]
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Framework for AI-enabled AT
- Circular representation of the framework with 'Person in their context' in the centre, and the six core domains around: User Experience, Privacy and Security, Quality, Safety, Relative Value and Human Rights.]
[bookmark: _Ref102393990][bookmark: _Toc102465196]Figure 1. Framework for AI-enabled AT
[bookmark: _Toc102677309][bookmark: _Toc102679081][bookmark: _Toc102679114][bookmark: _Toc102679398][bookmark: _Toc102679442][bookmark: _Toc112764573][bookmark: _Toc109301381]User Experience 
AI-enabled AT should provide a productive and positive experience to PWD.
User experience encompasses all aspects of interactions between users and a product, including purchase, setup, usage, and maintenance. Including user experience in the Framework will ensure that assistive products align to an individual’s needs, abilities and limitations, and provide a positive experience to all users (usability.gov, 2021b). The Framework outlines three fundamental measures of user experience that are required to deliver AI-enabled AT that work effectively and engage users on a longer-term basis.
	Measures
	Guiding principles

	Usability
	The AI-enabled AT should promote, enable, or facilitate use, learning, engagement, and control. It should align appropriately to the end-user needs and abilities, and the contexts in which the technology will be used.

	Usefulness
	The AI-enabled AT should be beneficial and fulfil a need or goal for the end-user. This includes promotion, improvement or maintenance of an ability, role and/or participation within a given context.

	Functional accessibility 
	The AI-enabled AT should be appropriate for the end-user’s abilities, preferences, and context of use.


Usability: Achieving high usability rates requires in-depth knowledge of stakeholders and contexts in which the technology will be used (Klaassen et al., 2016). Typically, usability is measured relative to users' performance on a given set of tasks. Key measurements include effectiveness, efficiency, learnability, memorability, and satisfaction (Nielsen, 2012; Sheehan et al., 2012; Zapata et al., 2015). Alternative models propose instruments to assess the usability and acceptability of technology by considering factors such as: impact, perceived usefulness, perceived ease of use, perceived intention to use, and user control (Schnall et al., 2018; Venkatesh & Davis, 2000).
Usefulness: Determines if the technology fulfills a need or goal for the end-user. The International Classification of Functioning, Disability and Health (ICF) Framework (World Health Organisation, 2002) is an example of a tool that can be used to assess the utility of an assistive product.
Functional accessibility: Accessibility has become part of regulatory and compliance standards (International Organisation for Standards, 2014) for the development of AT such as web content and applications (usability.gov, 2021a). In Australia, for instance, government agencies are required to meet the Web Content Accessibility Guidelines (WCAG) 2.0 Level AA (World Wide Web Consortium, 2008) when developing web interfaces (Digital Transformation Agency, 2021). Products that implement accessibility best practices ensure that PWD can equally access, understand, interact with assistive products and have a positive and productive experience (usability.gov, 2021a).
[bookmark: _Toc112764574][bookmark: _Toc109301382]Privacy and Security
AI-enabled AT should ensure all people’s data is protected.
Privacy and security considerations encompass the collection, storage, transfer, and usage of user data. Establishing and maintaining information security practices is a professional and legal requirement when using digital systems in the delivery of AT. Three measures required to evaluate privacy and security are proposed. 
	Measures
	Guiding principles

	Cyber security
	AI-enabled AT should be designed and certified to ensure best security practices and relevant cybersecurity guidance have been followed. 

	Data protection
	All data must be protected in transit and in storage to ensure confidentiality and integrity, following relevant data privacy policies and regulations.

	Data usage
	Data should only be used for purposes consented by users. Personal data must not be kept for longer than it is needed.


Cybersecurity: The connection of technologies to networks or the internet exposes them to increased cyber threats that can potentially lead to increased risk of harm to the user and those living with them. Consequently, current best practice approaches to minimising cyber security risks ensure that both the manufacturer of a technology and the end-user are mindful of the changing risk profile over the total life span of a technology. In this vein, Cyber Security Principles from Australian Signals Directorate (Australian Signals Directorate, 2021) and the Therapeutic Goods Administration (TGA) Cyber security standards for medical devices (Department of Health - TGA, 2019b) should be followed to protect data security. 
Data Protection: The key legislation relevant to the protection of personal information are The Privacy Act (Australian Government, 1988) and the Australian Privacy Principles (Office of the Australian Information Commissioner, 2014). Data protection should consider all individuals who access an assistive product or service, including people with a disability, their carers and family members.   
Data usage: The Consumer Data Rights (CDR) stipulates that providers must get explicit consent to use data collected from an individual (Consumer Data Right, 2020). The promotion of openness in the usage of data is also highlighted by the European Union General Data Protection Regulation (European Union, 2016) which states that personal data must be processed lawfully, fairly and in a transparent manner in relation to the data subject. Australian provision of AI-enabled AT should follow similar principles. The collection of data should be adequate, relevant, and limited to what is necessary.
[bookmark: _Toc112764575][bookmark: _Toc109301383]Quality
AI-enabled AT should reliably produce desired or intended results. Quality should be sustained.
The International Organisation for Standardization (ISO) standards define quality as the degree to which a set of inherent characteristics fulfil the desired set of requirements (International Organisation for Standardization, 2021). Three fundamental measures of quality are proposed.
	Measures
	Guiding principles

	Credibility
	The AI-enabled AT should be created or certified by a trustworthy entity. 

	Validation
	The AI-enabled AT, including all models and solutions, must undertake a robust, transparent, explainable, and reproducible validation process that ensures the AT meets and continues to meet its purpose over the life of the product. 

	Data quality
	The data used to develop and improve AI-enabled AT should meet appropriate data quality indicators such as accuracy, relevance, and representativeness. 


Credibility: Credibility is judgment based. Researchers analysing the credibility or reputation of an entity have used a variety of measures. To date, however, no standardised, reliable and validated approaches to measure credibility exist (Newell & Goldsmith, 2001). Ideals to consider include reputation, track record, expertise, transparency, trustworthiness, use of quality management systems, ethics policies, full disclosure of developer, authors and affiliations, consideration of motivations and conflicts of interest. 
Validation: The efficacy of technology, referred to as the ability of products to produce a desired or intended result, is evaluated in controlled settings using rigorous scientific methodologies. There are guidelines for the evaluation and validation of AI-enabled technology (Mathews et al., 2019; Myllyaho et al., 2021). It is important to ensure appropriate rigor is applied in designing, developing, and validating AT, including appropriate performance metrics. When considering whether an assistive product or service is fit for purpose, product evaluation should be considered in parallel with user experience factors that consider the needs, goals, and environments of the end-user.
Data quality: Vast amounts of good quality data are vital for the development of any AI solution (Digital Curation Centre et al., 2020). Quality indicators such as the appropriateness, trustworthiness, relevance, accuracy, and identification of potential biases are frequently used to assess data quality (Trewin et al., 2019). In designing AI-enabled AT, an additional quality indicator is data representativeness (Digital Curation Centre et al., 2020), particularly important because disability metrics and experience is often missed in broader datasets. Measuring data quality requires an understanding and interrogation of the data used in model development and implementation. 
[bookmark: _Toc112764576][bookmark: _Toc109301384]Safety
AI-enabled AT should do no harm, minimise negative outcomes and not deceive people.
Assessment of safety should consider the potential risk relative to benefit, and associated mitigation strategies. For all AT that meets the definition of a medical device, safety triggers the need for regulatory approval (Department of Health - TGA, 2019a). However, all assistive products need to meet fundamental safety requirements and standards under Australian Consumer Law (Australian Competition & Consumer Commission, 2018; Australian Government, 2010; Commonwealth of Australia, 2016) even if they do not meet the definition of a medical device. In addition, several standards are currently under development in both the areas of assistive products and AI (ISO/IEC JTC/SC42 -Artifical Intellegence, 2022; ISO/TC173 - Assistive Products, 2022), and it is anticipated that they will become available in the coming years. Two fundamental aspects required to evaluate safety are proposed.
	Measures
	Guiding principles

	Risks
	Comprehensive information should be provided about the potential long-term risks relative to benefits to people and their environment when the AI-enabled AT is used.

	Reliability 
	Comprehensive information should be provided about the long-term performance of an AI-enabled AT.


Risk: A range of social and environmental factors can impact the safe use of AT. Considerations range from low-risk assistive products that are simple and used in everyday life, to high-risk products that need professional assistance or training for safe use. Safety considerations include:
Stigma: Self-stigma and stigmatising responses that could impact the mental wellbeing and social interactions of users (Qian et al., 2021).  
Health and comorbidities: Considerations that may compromise the ability of an end-user to use assistive products as they are intended.
Cognitive load: Devices associated with a large cognitive load may be associated with cognitive fatigue, disengagement, or inappropriate use (How et al., 2013; World Wide Web Consortium, 2021).
Psychological: Considers the possibility of negative user experience that may impact on the wellbeing of the user, including their sense of competency, self-determination, and distress (Chen, 2020; Ienca et al., 2018; Scherer, 2017; Shore et al., 2020).
Social: The potential impact on the user’s risk of isolation and the loss of human contact (Chen, 2020; Ienca et al., 2018).
Reliability: In AI, it is key to understand how the performance of AI models (algorithms) change overtime, including the model’s ability for continuous learning and generalisation of previously unseen data. AI systems should be monitored periodically to ensure the outcomes of the models continue to meet their intended purpose.
[bookmark: _Toc112764577][bookmark: _Toc109301385]Relative Value
AI-enabled AT should provide better benefit to cost ratio in comparison to alternate options.
Relative value is defined as outcomes (e.g., improvement in participation or quality of life) achieved relative to the cost of achieving those outcomes, in comparison to available alternatives. As such, AI-enabled AT products are said to represent ‘good value for money’ when the cost to achieve an improvement in outcomes is lower than that of available alternatives to achieve the same improvement. Three measures to capture and evaluate relative value are proposed.
	Measures
	Guiding principles

	Cost
	The total cost and cost consequences associated with the AI-enabled AT should be considered when assessing relative value. 

	Outcomes
	The AI-enabled AT should benefit the quantity or quality of life experiences of individuals, based on their preferences.

	Opportunity cost
	The AI-enabled AT should generate greater benefits relative to costs, than the next best alternative.


Costs: Cost-based approaches should avoid the potential for false “savings”, or misinterpretation that technologies should be used as a cost reduction measure. Cost requires the consideration of the total costs over the lifetime of the technology or user’s condition. This includes the cost of human support needed for setup, training, troubleshooting, or maintenance; the longevity of the product, and costs associated with repair or replacement. Cost may also consider subsequent direct or indirect economic benefits and cost reductions because of the use of assistive products, compared to not having them available. Costs should not be considered in isolation but with respect to outcomes.
Outcomes: Measures that are considered of importance to end-users. That is, benefits that people would choose to achieve and therefore be willing to give up something else in order to achieve them. Examples include life expectancy, quality of life, independence, productivity, dignity, and respect. Adverse outcomes would be a negative in this regard.
Opportunity cost: Represents the potential benefits that are given up when choosing one option over another, including potential missed benefits when choosing available alternatives. We do this by looking at the benefits and costs of a proposed product or service and comparing it with the benefits and costs of the alternatives.
[bookmark: _Toc112764578][bookmark: _Toc109301386]Human Rights
AI-enabled AT must protect human rights and fundamental freedoms.
International human rights law provides globally accepted principles that uphold the fundamental freedoms and dignity of all people (United Nations, 1948). Preventing and mitigating human rights risks is fundamental when analysing the potential impact of AI-enabled AT. While AI technologies can be of enormous benefit to persons with disabilities and drive the search for inclusive equality, there are also many well-known discriminatory impacts. There is growing awareness of the broad challenges and risks to the enjoyment of human rights that these new technologies can pose (Quinn, 2021). Adhering to human rights guiding principles is of immense importance to ensure the human rights impacts of AT are positive. Four elements of human rights are proposed.
	Measures
	Guiding principles

	Legal compliance 
	The AI-enabled AT should comply with all relevant international and domestic obligations, regulations, and laws. 

	Fairness
	The development and use of AI models must not result in unfair bias or discrimination against individuals, communities, or groups. 

	Transparency 
	AI-enabled AT should provide sufficient information to users about the workings of the system to afford them the right (or dignity) to take reasonable risks. 

	Ethical compliance 
	The AI-enabled AT should comply with national and international ethical principles and obligations. 


Legal compliance: Australia is a party to seven core human rights agreements which have shaped Australian laws (Dawson et al., 2019), including The Convention on the Rights of the Child (CRC) and The Convention on the Rights of Persons with Disabilities (CRPD) (United Nations, 2006). In addition, Australia has several anti-discrimination laws, including the Age Discrimination Act 2004, the Disability Discrimination Act of 1992, and the Sex Discrimination Act of 1984. 
Fairness: Even if there is perfect data, modelling methods can introduce bias (Trewin et al., 2019). This principle aims to ensure that AI systems are fair and enable inclusion throughout their entire lifecycle of a product or service. A recent survey (Mehrabi et al., 2021) provides a comprehensive view of the types of bias and various pre-processing, in-processing and post-processing techniques that can be employed to address bias and achieve fairness.
Transparency: Transparency, which refers to the understandability of a specific model, can be a mechanism that facilitates accountability (Lepri, 2018). Transparency can be considered at the level of the entire model or within individual components. There are open questions regarding what constitutes transparency, and what level of transparency is sufficient for different stakeholders. According to the Artificial Intelligence: Australia’s Ethics Framework (Dawson et al., 2019), people should always be aware when a decision that affects them has been made by an AI system.  
Ethical compliance: There is no single ethical framework available to guide all decision making and implementation of AI-enabled AT. Relevant frameworks include the “four pillars of medical ethics” that underpin the moral compass within which medical professionals must work (Beauchamp and Childress, 2001) and Australia’s AI Ethics Framework (Australian Government - Department of Industry Science Energy and Resources; Dawson et al., 2019). Elements to consider include beneficence (generates net-benefit); non-maleficence (do no harm); autonomy (freedom of choice), accountability, and justice.  Additionally, some of the Australian and international organisations that support a human rights approach to the development and use of emerging technologies, such as AI, include: the CRPD, the United Nations (UN) Guiding Principles on Business and Human Rights (United Nations, 2019) and the Australian Human Rights Commission, who recently released a report to foster a deeper understanding of the human rights implications of new and emerging technologies (Australian Human Rights Commission, 2021).
[bookmark: _Toc112764579][bookmark: _Toc109301387]Next steps: Implementation Roadmap  
The co-design of the Framework and initial consultation with industry and key stakeholders is a significant first step in realising the vision of increased innovation in safe and effective AI-enabled AT for the benefit of PWD. Through the development of the Framework, we confirmed the appetite and need for this initiative and the resulting framework articulates stakeholder priorities. Uptake and implementation of the Framework will be challenging without further initiatives, governance, and planning. To this end, CSIRO is developing an implementation roadmap (the Roadmap), which outlines a pathway to the widespread adoption and implementation of the Framework by the key user groups.
Using the key principles outlined by the Framework, the Roadmap will consider the contexts and settings in which AI-enabled AT is currently being used to support PWD. The Roadmap will be driven by the key considerations for implementation identified and agreed upon amongst stakeholders as part of the Framework development process. Ongoing collaboration with end-users, families, carers, disability workforce, and industry stakeholders will be critical in the development of the Roadmap. 
[bookmark: _Toc102677312][bookmark: _Toc102678462][bookmark: _Toc102679090][bookmark: _Toc102679123][bookmark: _Toc102679407][bookmark: _Toc102679451][bookmark: _Toc102679091][bookmark: _Toc102679124][bookmark: _Toc102679408][bookmark: _Toc102679452]Together with the Roadmap, the Framework will  guide how the NDIA and other Australian government entities support and regulate the development of a vibrant and innovative market.
[bookmark: _Toc102728088]
[bookmark: _Toc112764580][bookmark: _Toc109301393] Conclusion
Emerging technologies, such as AI-enabled AT, are already bringing new opportunities to PWD and will continue to do so in the coming years. These innovations have the potential to promote better functioning, independence, a sense of empowerment and opportunities for inclusivity for PWD. Achieving the right match between an individual and the AT that best supports their needs and goals can be complex. 
This document is intended to guide Australia’s first steps towards the development of a framework that supports the development and implementation of AI-enabled AT in Australia. The proposed principle-based Framework supports a person-centric approach that acknowledges the unique capabilities, preferences, and goals of people PWD. Its aim is to provide a practical tool to facilitate informed decision making for all stakeholders, while supporting choice and control for people with disability. 
Moving into the future, a Roadmap is required to successfully implement and operationalise the Framework. A fully operationalised Framework will require input from all stakeholders, including PWD, government, industry, and research. Ongoing collaboration will be of utmost importance in the creation of an equitable and effective framework to facilitate access to safe, appropriate, and beneficial AT for all. 
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The desktop analysis focussed on reviewing a range of existing and proposed guidelines and frameworks relevant to the health, disability, and AI domains. A summary of these findings is presented here. A general review of Assistive technology Frameworks is presented first. Then, Health Technology Assessment (HTA) frameworks are reviewed due to their focus on the digital landscape. This is followed by a section that focus on regulatory assessment to reflect key safety and quality considerations. Finally, this section will conclude with a close look at AI frameworks.
[bookmark: _Toc84601194]Assistive Technology Frameworks
Many technologies exist with the potential to support individuals with disabilities (National Disability Insurance Agency, 2014; WIPO, 2021). However, there is a selection and integration process that must be navigated before successful adoption of an AT can take place. Because so much is involved in the development, evaluation, implementation and adoption process, several assessment and implementation frameworks have been developed to support the effective assessment and implementation of ATs. Most of these frameworks consider all stakeholders (the person with a disability, caregivers, AT specialists and developers) at the centre of the assessment and implementation (Boger et al., 2017; Eisenberg et al., 2008; Kintsch & DePaula, 2002; Layton & Callaway, 2020).
The AT assessment process involves a person-centred approach that considers the user needs and abilities, their goals or activities, and the context in which the AT will be used (Boger et al., 2017). AT Assessment frameworks also consider aspects such as informed evidence (e.g., effectiveness and reliability), social significance, sustainability, privacy, security, risk relative to the level of consequence, and value for money (Boger et al., 2017; Layton & Callaway, 2020; Tuazon & Jutai, 2021). AT implementation frameworks draw particular attention to aspects around affordability, customization/personalisation, training, and the use of ATs in daily life including follow-up and maintenance (de Witte et al., 2018; Global Disability Innovation Hub, 2021; Kintsch & DePaula, 2002).			
A variety of frameworks have been developed to assist people in selecting AT, including factors that support the provision of AT and its application in education and daily living (Bernd et al., 2009; Eisenberg et al., 2008; Ran et al., 2020; Scherer et al., 2007; Zabala et al., 2005). The aim of these frameworks is to identify an optimal fit between the person with a disability, the environment, the tasks, goals, and a concrete device which users could benefit from and reduce the likelihood of AT abandonment. These frameworks also consider technical (e.g., effectiveness), individual and environmental factors.
The availability of frameworks to evaluate AI-enabled ATs is limited. In this vein, the ethical considerations of AI-enabled AT were explored by Ienca et al. (2018) who highlight that due to the pervasive and ubiquitous character of intelligent ATs, this technology has the potential to affect not only the clinical dimension of users, but also their emotional, psychosocial, and relational dimensions. As such, they identified six key ethical categories that should be considered during the design of intelligent AT: autonomy and independence, preventing harm (non-maleficence), promoting overall good (beneficence), justice, interdependence, and privacy.
Other concerns discussed in the literature include stigma, self-determination, social isolation, deception, and whether AI-enabled ATs would and should replace human care (Dermody & Fritz, 2019; Felzmann et al., 2015; Global Disability Innovation Hub, 2021; Wangmo et al., 2019).
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Health Technology Assessment (HTA) frameworks are an effective tool to systematically evaluate a wide range of technologies in health care including medical devices, equipment, and care delivery. HTA is formally defined as “…a multidisciplinary process that uses explicit methods to determine the value of a health technology at different points in its lifecycle. The purpose is to inform decision-making to promote an equitable, efficient, and high-quality health system” (O'Rourke et al., 2020). At its core, HTA is the consideration of processes and mechanisms that use scientific evidence to assess the quality, safety, efficacy, effectiveness, and cost effectiveness of health services (Department of Health, 2019). 
General HTA frameworks and guidelines address principals focused on national or local systemwide services targeting available evidence, cost implications, and requirements for high quality service provision (Department of Health - TGA, 2021; Department of Health, 2019; National Institute for Health and Care Excellence, 2013; NSW Health, 2018). The majority of the HTA frameworks reviewed included the following assessment areas: safety (evaluating harms, benefits, and risks), health outcome improvements (adequate evidence of benefits), and economic evidence (cost effectiveness of technology).
The accelerating development of digital health technology has seen an additional body of work looking at criteria specific to digital technologies, such as mobile and precision health applications, with new HTA frameworks developed to address the specific requirements of these technologies (Australian Digital Health Agency, 2021; Department of Health & Social Care, 2021; Henson et al., 2019; Hussain et al., 2021; National Institute for Health and Care Excellence, 2018). In addition to general HTA frameworks, these digital health frameworks consider assessment areas such as: usability, accessibility, cybersecurity, data protection and transparency, quality, accuracy, performance of the technology, and credibility of producers.
The construct of HTAs are variable, with some opting for a hierarchical approach indicating differing priority and importance levels of evaluation criteria (Henson et al., 2019), whilst other proposed frameworks use flow chart approaches and risk assessment indicating direction of steps (Australian Digital Health Agency, 2021).
Typically, HTA considers evidence appraisal of safety and effectiveness in the first instance. This is swiftly followed by an economic evaluation where the value or cost effectiveness of a proposed technology is assessed to guide reimbursement and access decisions. Generally, there are eight main steps which comprise a typical economic evaluation: define alternatives, define the perspective of the decision maker and time horizon of analysis, identify impacts, predict the impacts over the life of the proposed technology or consumer, value the costs and consequences, discount future costs and benefits if appropriate, assess the uncertainty and test for robustness, and interpret results and reach a conclusion (Drummond, Sculpher, Torrance, O'Brien, & Stoddart, 2005; The Office of Best Practice Regualtion, 2020). 
Regulatory Assessments
In Australia, many assistive products meet the definition of a medical device, and so require regulatory oversight, including safety and quality assessments. Due to regulatory changes introduced in February 2021 software-based AT and accessories that make specific claims in relation to being able to diagnose, screen, or monitor a serious condition may also be classed as Software as a Medical Device (SaMD) and require regulatory approvals and oversight. 
The complimentary nature of HTAs and regulatory pathways is important for harmonisation of assessment procedures across the AT product landscape. As AT spans a risk spectrum, it is appropriate that an AT framework compliments and operates in conjunction with TGA regulatory policies and management approaches.
Regulatory frameworks focus on the quality, safety, and performance of medical devices. TGA operates a risk-based approach to regulating therapeutic goods. The distinction between non-regulated software and SaMD is based on the potential risk of the product causing harm to consumers. 
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A variety of literature has emerged pertaining to AI guidance, roadmaps and strategies, all confirming the need for AI to be scrutinised and examined to ensure safety, ethics and ongoing performance (Australian Council of Learned Acadamies, 2020; Candelon et al., 2021; Dawson et al., 2019; European Commission, 2020; Hajkowicz SA et al., 2019; Standards Australia, 2020; Tsopra et al., 2021).
The most advanced and comprehensive guidance is an article from colleagues at the Boston Consulting Group, which discussed the potential future regulatory and legal issues that are essential to the development of AI-enabled products that can be trusted (Candelon et al., 2021). The three main challenges for businesses and leaders considering integration of AI were identified as the avoidance of bias or discrimination, transparency of AI, and the performance or accuracy of the AI over time.
In the Australian context, CSIRO has developed a roadmap to provide guidance on pathways for utilising the full potential of AI, encompassing national consultation and earlier work on aligning the design and application of AI with ethical and inclusive values (Dawson et al., 2019; Hajkowicz SA et al., 2019). 
Building on this work, and through consultation with a broad cross-section of stakeholders, Standards Australia have also developed a roadmap to provide a framework for Australians to intervene and shape the development of standards for AI internationally (Standards Australia, 2020). Privacy, inclusion and fairness, safety and security, and proportionate policy and regulatory response were the requirements for building and sustaining trust in AI. Complementary to this, the Australian Council of Learned Academies’ (ACOLA) focus on key considerations for effective and ethical development of AI (Australian Council of Learned Acadamies, 2020):
· human-centered deployment (human rights principles, inclusivity)
· data (trustworthy, non-discriminative, not biased, privacy, storage, and security)
· changing nature of work (adoption of AI, training in AI, human rights, and ethical principles)
· community trust and engagement (increase understanding of AI technologies, effective and responsible use of AI, securing community trust).
Across the AI guidelines and discussion papers included, there was a consensus of the need for a clear national strategy or framework for safe, responsible, and strategic implementation of AI. While AI frameworks and standards have been proposed, and there is harmonisation between agencies of the key principals and issues for assessment, the level of maturity, acceptance and adoption is low. It remains unclear as to the extent that AI frameworks and standards are being adopted by producers and manufacturers.
These frameworks collectively provide similar themes and considerations that are fundamental to the development of an evaluation framework for AI-enabled AT for use in the disability sector. 


Stakeholder Consultations: Procedure, participants, and outcomes
Consultations with people with disability and careers
i. [bookmark: _Toc81228600]Procedure
NDIS participants were recruited through the NDIA Participant First initiative. Participants were offered the choice to participate in semi-structured interviews via videoconference, phone, or an emailed list of interview questions. Allowances were provided to support any participants who may have required this. 
All interviews (~60 minutes in length) were conducted via videoconference between 24 January 2022 and 4 February 2022 by two researchers. Sessions were audio recorded (with participant permission), professionally transcribed, coded and analysed by themes (using NVivo) by two researchers.
ii. Participants
A total of 20 participants (12 Female, 8 Male) were recruited via a e-newsletter to members of the NDIS Participant First Engagement Initiative (PFEI). Participants were randomly selected from a sample of 100 who expressed their interest in participating. Of those, 15 (75%) participants identified as living with a disability (PWD), three (15%) as carers, and two (10%) as both a PWD and a carer. The age range of those who took part in the interviews, including carers and people with a disability, was: 
	Age range
	Number of Participants

	18 - 34 years
	3

	35 - 44 years
	4

	45 - 54 years
	5

	55 - 64 years
	7

	65 years and above
	1


The age range of NDIS participants represented by a carer was:
	Age range
	Number of Participants

	1-17
	1

	18 - 34 years
	3

	55 - 64 years
	1


A wide range of disability types were represented amongst the 20 participants, with the most common including physical (N = 6), psychosocial (N = 5), vision loss (N = 5), and neurological disorders (N = 4). The next most reported disability types included autism (N = 3); multiple sclerosis (N = 3); acquired brain injury (N = 2); genetic conditions (N = 2); intellectual (N = 2); speech / sensory (N = 2); and spinal cord injury (N = 2). Less frequent disability types included cerebral palsy, developmental delay, and hearing loss with one participant for each type.[footnoteRef:2] Thirteen participants reported living with two or more disabilities. [2:  The total number of participants are greater than 20 because participants were allowed to select more than one disability and impairment type.] 

The most common impairment types reported were mobility (N = 12) and self-care (N = 9). The impairment types are listed below: 
	Impairment Type
	Number of Participants

	Mobility
	12

	Self-care
	9

	Social Interaction
	8

	Learning
	8

	Self-management
	8

	Communication
	7

	Other
	5


iii. Summary of outcomes
Participants reported using a range of assistive products, including hearing and vision aids, mobility aids, smart in-home devices, and computer hardware and software. Products were used for assistance with cognition, personal organisation and reminders, verbal and written communication, a range of household tasks, mobility, news and entertainment, safety and reassurance, continence, vision impairment, general data collection and tracking. Participants described numerous benefits from using AI-enabled AT, including being able to live independently, maintain a personal routine and an overall improved quality of life. 
It was acknowledged that without the NDIS funding many participants would not have access to AT that have made a significant impact to their quality of life. 
Discoverability of AT
Participants discussed gaining knowledge of what AT is available to them from health professionals and experts in the field including occupational therapists, support workers, and medical specialists. Numerous disability groups and non-government organisations (NGO) were also mentioned, as well as internet searches, social media, peers, family, and friends. 
When asked to describe how the provision of AT information could be improved, participants described a desire for having access to consistent information about AT in one location, such as a website, but highlighted the importance of the information being updated regularly. Some participants discussed the need to provide information in a variety of formats, to ensure it could cater to different user needs, abilities, and preferences. They voiced a desire for unbiased and independent information sources. 
There were some concerns raised around the transparency of information provided by manufacturers and suppliers. Dissemination of results from research studies was considered a credible source of information, however, it was noted that information from these sources would need to be provided in a more accessible and easier to understand format than current peer-reviewed journal manuscripts. 
Selection of AT
When considering AI-enabled AT, there were several characteristics that were important for participants to make their product/service choice. The characteristics aligned to user experience, value, quality, safety, privacy, and security. Overall, whether participants considered an AI-enabled AT as fit for purpose, depended on how each of these factors aligned to their individual needs, goals and preferences.
Participants expressed a desire for quality products that would last over time. They described a preference for mainstream companies and products that everyone else has. Participants mentioned that whether the product is made in Australia or overseas often has implications for accessibility, repairs, privacy laws, the ability to trial the product before purchase, and the overall product quality. 
Personal safety is of particular concern for users, and something that carries significant weight in participant’s decision-making processes. Adequate training in the use of a new AI-enabled AT is considered important to ensure products are used to their fullest potential, safely and as intended. 
Consultations with representatives from industry, peak bodies, government departments and other relevant organisations
i. Procedure
Two focus groups, each lasting ~60-90 mins, were completed on the 8th and 9th of December 2021. Both focus groups were conducted online via videoconference with MIRO (an online whiteboarding platform) used to enable individuals to collaborate and brainstorm ideas. Individual interviews with NDIA executives (~30 minutes in length) were conducted via videoconference between 23 November 2021 and 25 January 2022.
During all sessions, participants were asked to focus on their experience and thoughts about AI-enabled AT, and on how the NDIS may safely and effectively incorporate it to support PLWD. A draft framework was shared with participants to collect their feedback, as well as their views in potential barriers and opportunities for implementation. Sessions were audio recorded (with participant permission) and analysed by content by two researchers.
ii. Contributors
A total of 18 contributors were recruited to participate in the focus groups and semi-structured interviews. Contributors were recruited from a purposive sample of those who had been invited to the Roundtable that the NDIA convened in 2021 to explore the potential role of AI in NDIS funded supports. 
The focus groups (n=14) included representatives from government departments and regulatory agencies (n = 4), peak bodies and peer organisations (n = 6), industry, research organisations and an Allied Health professional (n = 4). Semi-structured interviews were also conducted with NDIA leaders (n=4). Four of the participants representing the above stakeholder groups also identified as people with a disability.
iii. Summary of outcomes
Contributors reported that AI has been helpful in delivering better quality and more streamlined services in other industries, and that this is needed in the disability sector to ensure the sustainability of the NDIS. Contributors expressed their desire for AI-enabled AT to assist human services rather than to replace human service provision.
Contributors acknowledged the need for the Framework to complement other regulatory agencies (e.g., the Therapeutic Goods Administrations) and improve clarity about what AT is supported by the NDIS. They noted the importance of the Framework to provide a balance between evidence required (regulation) and innovation. Contributors also highlighted that the TGA does not assess cost/benefit, value, and alternative options, which, as an insurer, the NDIS needs to consider.
Contributors mentioned that the Framework could empower end-users to be better informed, providing them with an increased understanding of what impactful AI-enabled AT looks like, and giving them the opportunity to choose what works for them. It could support industry during their development and discoverability of products, fostering innovation in the sector, improving choices for end-users, and enabling positive market segments to flourish. Contributors also noted that the Framework could be used more broadly by all people with disability, not just those who are current NDIS participants. 
Feedback from the preliminary framework
Most contributors mentioned that the domains covered in the preliminary framework were appropriate, but that more detail was needed as to what sits under each domain, what the rulesets/guidelines are, and what is expected from them. There was significant debate regarding what should be at the centre of the Framework, with all areas being considered important. Contributors believe the Framework should focus on end-users and the community around them.
Feedback was also provided that Human Rights risks and ethical considerations, while mentioned implicitly in some sections, should be highlighted, and identified more explicitly. The importance of AI-enabled AT being “fitted for a particular person” was highlighted. 
There were differing views amongst contributors about the inclusion of value as a core element. Some individuals felt that “Value” should be replaced by “Outcome” or “Benefit”. Others noted that value for money comparisons were important to ensure sustainability of the scheme and to allow comparisons between products.  
Contributors also discussed considerations for how to ensure that quality outcomes are maintained over time, particularly if AI-enabled AT includes machine learning, which changes the system overtime. The amount of evidence that is required for an AI-enabled AT to be approved was also discussed with various stakeholders mentioning the tension between “choice and control” and the “level of evidence required”. 
Contributors also highlighted that safety is of particular importance for AI-enabled AT and should be heavily scrutinised to protect end-users, and highlighted the importance of reliability, transparency, explainability and accountability in ensuring the safety of systems. Contributors discussed “trade-offs” around the level of risk an individual may be willing to accept (the dignity of risk) versus the risks the NDIA/NDIS are willing to accept. 
Additionally, contributors agreed that individuals should have the right to manage their data. They noted that awareness, clarity, and improving user understanding around who owns any data that is collected and used is important to allow end users to make informed decisions. 
Finally, a number of challenges to the implementation of the Framework were identified, including distrust from individuals in the use of technology, distrust in government, and the change journey. 
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